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Abstract� The integrity of geomagnetic data is a critical
factor in understanding the evolutionary process of Earth�s
magnetic �eld, as it provides useful information for near-surface
exploration, unexploded explosive ordnance detection, and so
on. Aimed to reconstruct undersampled geomagnetic data, this
paper presents a geomagnetic data reconstruction approach
based on machine learning techniques. The traditional linear
interpolation approaches are prone to time inef�ciency and
high labor cost, while the proposed approach has a signi�cant
improvement. In this paper, three classic machine learning
models, support vector machine, random forests, and gradient
boosting were built. Besides, a deep learning algorithm, recurrent
neural network, was explored to further improve the training
performance. The proposed learning models were used to specify
a continuous regression hyperplane from a training data. The
speci�ed regression hyperplane is a mapping of the relation
between the mock-up missing data and the surrounding intact
data. Afterward, the trained models, essentially the hyperplanes,
were used to reconstruct the missing geomagnetic traces for
validation, and they can be used for reconstructing further
collected new �eld data. Finally, numerical experiments were
derived. The results showed that the performance of our meth-
ods was more competitive in comparison with the traditional
linear method, as the reconstruction accuracy was increased by
approximately 10%�20%.

Index Terms� Deep neural network, geomagnetic, machine
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I. INTRODUCTION

CONTINUOUS observations of the geomagnetic Þeld
are carried out with the characteristic times spanning

from seconds to decades at magnetic observations [1]. How-
ever, the integrity of geomagnetic data cannot be guaranteed
consistently, especially when malfunctions of the observing
system happen during the observations [2]. In this case,
undersampled data or missing traces could compromise the
interpretation accuracy of the geomagnetic data [3], which
necessitate the research on the reconstruction of the geomag-
netic data.

Up to now, several geomagnetic data reconstruction methods
were developed. In terms of numerical simulations studies, [4]
and [5] investigated how to predict the unknown geomagnetic
Þeld changes based on the data assimilation technique. The
simulation results were encouraging, but they stayed at the
stage of theoretical simulation that has not been adapted for a
real application. The performance remains to be veriÞed. Some
other methods have been applied to practical scenarios. Several
globe geomagnetic data models were proposed in [6]—[9],
and the prediction of the series of models (e.g., CALS3K)
can be adopted as a baseline for evaluation and observation
of geomagnetic Þeld changes [10]. There are some other
well-accepted methods being reported, such as the spheri-
cal harmonic method [11] and multiple model fusion [12].
Nonetheless, getting good reconstruction results from these
methods is dependent on certain assumptions. For example,
the geomagnetic records should comprise a limited number
of linear events, and the reconstructed data should be sparser
than the observed data with missing traces, which are posing
considerably restrictions for now.

Nowadays, because machine learning can automatically
explore the hidden features or relationships within the data
set, it has become increasingly used in many scientiÞc Þelds,
including nondestructive testing [13], objective detection [14],
and classiÞcation and linear regression [15]. This is often an
attractive alternative to reduce the manual work in varieties of
Þelds. A vast array of studies has established the primary tools
of machine learning, such as linear regression [16], decision
trees [17], support vector machine (SVM) [18], artiÞcial neural
networks [19], and instance-based learning [20]. The primary
models performed by machine learning include regression,
classiÞcation, clustering, and so on. To sum up, due to its good
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Fig. 1. Pipeline of the proposed geomagnetic data reconstruction framework, which includes four main modules, including data set building, classic machine
learning regression, RNN regression, and the selected model for regression and reconstruction.

performance, machine learning spreads rapidly throughout
multiple Þelds, suggesting that it is likely to lead the next
wave of innovation in geophysics [21].

How can we process geomagnetic data using machine
learning? Despite the above-mentioned applications, it is
still to be investigated in the improvement of geomagnetic
exploration. The related techniques have been preliminarily
applied in the reservoir parameters characterization [22], [23].
Inspired by machine learning, we consider the geomagnetic
data reconstruction or interpolation as a regression problem
for continuous output. In other words, machine learning can
be used to generate an approximating function (a continuous
hyperplane) to derive the missing traces.

The proposed method mainly consists of three steps. The
Þrst step is the process of building training data set. The
training data set does not contain missing traces, such that
the model later trained by this data set is a mapping of the
previous values, x(t ), to the following values, x(t + 1). The
data set is randomly split into three parts: training, validation,
and testing data. The second step is to train a regression model
(classic machine learning and RNN), which Þts a hyperplane
from the training data. The third step is to reconstruct the
missing geomagnetic traces of the mock-up defected data set.
Afterward, the reconstructed data are validated and tested, and
the best optimistic model is obtained according to the accuracy.
The proposed machine learning approach only depends on
the characteristics of the originally collected data, which can
overcome some drawbacks, e.g., the previously mentioned
restriction of linear events, the sparsity of reconstruction data,
and so on. In consequence, it not only breaks out the previous
limitations but also shows stronger adaptability in different
kinds of the data set. Furthermore, it can help researchers to
obtain the complete information of EarthÕs magnetic Þeld for
near-surface exploration and detection for magnetic materials.

II. THEORY

As a recently vastly developed technology, machine learning
methods have not been used to reconstruct the undersampled
geomagnetic data. A framework, geomagnetic data reconstruc-
tor (GDR) based on machine learning, is proposed, while an
overview of the algorithms for training and inference in the

GDR framework is presented in Algorithms 1 and 2. As shown
in Fig. 1, the framework is composed of four modules:
1) database building module (refer to Fig. 5), which aims
to transform 2-D or 3-D data to a 1-D time-series spaced
data; 2) classic machine learning regression module, which
is used for extracting pattern representations from the time-
series data and establishing deterministic models (refer to
Algorithm 1); 3) recurrent neural network (RNN) regression
module, which manipulates on time-series data, and it is
utilized for generating candidate memory cells to build a
feedforward neural network (refer to Algorithm 2); and 4) one
of the models is selected based on customized requirement,
which is accurate in most instances.

From the perspective of statistics, the reconstruction of
geomagnetic data can be modeled as a regression problem.
The logic of regression can be explained in the following
descriptions. Suppose that the training data set with n data
pairs as {(xi , yi ), i = 1, 2, . . . , n}, where xi is the feature
vector. The feature vector is an array of data that contains
the values of the points that surrounding a target sample
point. On the other hand, the value of the target sample
point is to be calculated from the feature vector during the
testing or reconstructing step. And yi (the true value of the
sample point) is the corresponding label of xi , and it is used
to compare with the calculated target sample point value,
so an accuracy is derived. One should note that yi is a
continuous value. Solving a regression problem requires the
construction of an approximate function f (x) mapping from
x to y (y � f (x)). It is expected that when an independent
variable vector xi is known, the dependent variable yi can be
predicted. In the procedure of training a model, the features
with missing geomagnetic data traces are considered as the
vector xi , which is to be fed into a model. And the missing data
are predicted to be �yi , which is compared with the completed
magnetic Þeld strength as the ground truth yi .

A. Classic Machine Learning Methods
In this reconstruction case, three classic machine learning

models were built for this regression problem, i.e., SVM,
gradient boosting, and random forests. The brief introduction
of each model is described as follows.
























