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components (IoTC) are stationary distributed in the object 
space, and SM are realized as mobile devices (robot, 
drone), moving in the space [12], [13]. The sensory data 
received from SM does not duplicate IoT information, but 
complements the description of the situation, which 
increases its reliability. The railway engineering 
application is an example of how to implement the 
approach when both IoT components and a SM group are 
used to obtain additional specifying information in order 
to increase the reliability of situation descriptions [14], 
[15]. Intelligent train control relies on the Global Situation 
Model (GSM) of different levels of detail [15], which is 
formed on the basis of data coming from both SM and IoT 
locations. Another example is fire-protection systems 
which obtain information from both stationary indoor 
sensors (the indoor environment is controlled by smoke, 
heat, flame and other sensors) and mobile robots 
specifying the situation. It increases the identification 
reliability for the fire-safe situation and decreases the level 
of false alarm signals. More information from the 
emergency location greatly decreases the number of false 
signals which occur due to the environmental influence. 

Industrial IoT with SM (IIoTwSM) are both highly 
reliable and economical. Additional heterogeneous 
information from various locations can be obtained by a 
small SM group which is more economically as compared 
to the variant when all locations are stationary equipped 
with a complete set of sensors. 

Operation of IIoTwSM is based on GSM which 
describes the states and changes in all locations at 
arbitrary point of time. Increasing the dependability of the 
GSM is reached by generalization and reasoning of the 
sensory data rather than their duplication [6], [7], [16], 
[17]. 

There are some problems in designing GSM [17]. The 
situation model, built directly on the initial sensory data, is 
difficult for decision-making. Actual IIoTwSM 
applications cannot be parameterized therefore a great 
number of situation prototypes, build on specific sets of 
sensory data, are taken into account. The dimension is 
considerably reduced thanks to usage of the fuzzy system 
instrument – linguistic variables [18]. Studies [6], [7], 
[16], [17] consider formalization of GSM on the base of 
abstracting and categorization [19], [20]. It significantly 
reduces the number of potential situation prototypes. In 
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I. INTRODUCTION

Industry 4.0 is bound with the implementation 
of Internet of Things (IoT) and Smart Machines (SM) [1] 
– [4]. There are IoT applications with increased reliability 
requirements. These are tasks of monitoring complex 
situations in which information comes from a large 
number of insufficiently reliable sensor systems [5] – [8]. 
To provide the dependability of these applications is a 
multifaceted task. The dependability and completeness of 
the data obtained is greatly depends on models and 
methods of data processing, software and hardware [9]. 
One of the ways how to increase the dependability is 
based on additional clarifying information obtained with 
mobile autonomous SM [7], [10], [11]. In this case, the 
IoT application is organized as follows. The basic IoT

978-1-5386-5903-8/18/$31.00 ©2018 IEEE

The 9th IEEE International Conference on Dependable Systems, Services and Technologies, DESSERT’2018 
24-27 May, 2018, Kyiv, Ukraine

464



this paper, we consider a GSM represented in the form of 
a Granularly Structure (GS), consisting of information 
granules (IG) [17]. IG is an abstract model of the situation 
representation by some set of sensory data. 

In order to research performance of various 
implementations of IIoTwSM, being based on GSM, the 
Polygon IIoTwSM (PII) was developed. The training and 
research PII was organized on the base of the Department 
of Information Technologies of Ukrainian State 
University of Railway Transport. Among the tasks for PII 
are to provide hardware and software support for the 
research of various variants of IIoTwSM architecture, 
influence of characteristics of some IoTС and SM on the 
system characteristics of IIoTwSM. In the organization of 
the PII, the main principles proposed in the works devoted 
to the creation of similar platforms [21] – [26] are laid. 
This is an open platform, modularity, wireless sensor 
network and others. A description of two projects 
implemented at the polygon is discusses: monitoring of 
fire-dangerous situations and monitoring of dangerous 
situations related to the violation of order in the campus 
auditoriums. In both applications SM implemented on the 
basis of training wheeled robots are used to obtain 
additional clarifying information. 

II. THE IIOTWSM POLYGON COMPOSITION

Fig. 1 presents the polygon structure. It has two types 
of the elements: IoTC (stationary systems) and SM 
(mobile systems). Interaction among the elements is 
conformed with the standard Industry 4.0 for projects 
M2M and IoT. Limits of computing power, which should 
be taken into account for embedded systems [12], defined 
the Constrained Application Protocol (CoAP). 

Function distribution between IoTС and SM is as 
follows. 

SM realizes: 
• Spatial motion to a specified location along the

route dynamically synthesized by SM. SM control
is fulfilled under disturbance.

• Observation of the location environment, where it
arrived. Observation is made with a system of
sensors SM equipped with. The observation
process can be long in time, which is necessary to
calculate the dynamic properties of the
environment and is associated with search space
maneuvers. This process is not pre-programmed.

• The real-time processing of sensory data and
formation of a GSM fragment stored in SM
memory. This fragment presents GS lower levels.

• Wireless transfer of a GSM fragment which
presents a fuzzy description of location properties
at a certain abstraction level. Subsequently, this
fragment is intended for GSM updating with
cloud computing technology.

Figure 1.  The IIoTwSM Architecture 

IoTC fulfills: 
• The real-time processing of sensory data and

formation of a GSM fragment stored in IoT local
memory.

• Formation and implementation of control
decisions based on recommendations from a local
network and analysis of its GSM fragment.

• Wireless transfer of its GSM fragment to a local
network for subsequent GSM updating.

The cloud computing fulfills the following functions: 
• Upon IoTC and SM requests, integration of the

transmitted GSM fragments into the global model
of the situation (GSM update) is performed. It is
implemented by granular computing algorithms
[17] supported by cloud computing technologies.

• Intellectual analysis of GSM data by granular
computing algorithms in order to form control
decisions. Under incomplete information the
decision on the method of obtaining additional
information on the state of the environment of a
certain location is taken. The task for SM
(location, list of environmental properties to be
controlled and the method to obtain these
properties) is formed.

• Keeping GSM history in cloud storages.
SM included in the polygon structure are autonomous

wheel robots equipped with various sensor systems. 
Content and structure of SM hardware are chosen so that 
to support the above-mentioned functions. According to 
the complexity of a SM task the required computing 
power is supported by two hardware variants: on the base 
of a single-board Raspberry Pi [27] and on the platform of 
microcontroller Arduino [28]. Microcontroller platforms 
Arduino are intended for processing a small volume of 
sensory data. The first platform has computing power to 
support granular structures processing of several 
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generalization levels. The second platform only supports 
processing granules of the lower zero level. 

A. SМ based on Raspberry Pi
As an example of the first type SM designed by PII

project give a robotic explorer for the video monitoring of 
the situation. The robot is able to make a remote 
observation of the situation and real-time Internet 
transmission of the video bitstream. The platform 
supporting the sensory data processing is given in Fig. 2. 
This is microcomputer Raspberry Pi 3 B with embedded 
Wi-Fi transceiver and standard operational system 
Raspbian. The software application is developed in 
Python 3. 

Figure 2.  The SM block diagram based on Raspberry Pi 

Robots are assembled on the budget platform of four-
wheel ZK-4WD chassis equipped with reducer-motors. 
The robot motion control implemented on the 
microcontroller platform Arduino UNO, supplemented by 
the engine controller Arduino Motor Shield (based on the 
microcontroller L293D). This architecture has its 
advantages allowing use of standard and well optimized 
for Arduino Motor Shield library of reducer-motor 
control. Commands to the motors are relayed from 
Raspberry Pi to Arduino UNO according to I2C protocol. 
Video surveillance is realized by Raspberry Pi 5MP 
Camera with the aid of CSI interface. 

The robot motion control is realized using the 
situational control method based on sensory data 
(ultrasonic sensors HC-SR04). The sensor installed on the 
servomotor SG90 is applied for one of the variants. It 
provides to explore the area in different directions. 

B. SM on Arduino basis
SM on Arduino basis is intended to monitor fire-

hazardous situations. Robot explorer is equipped with a 
number of sensors necessary for the analysis of risk of fire 
situation. The hardware structure of data processing 
system is shown in Fig. 3. 

Figure 3.  The structure chart of SM on Arduino basis 

There is a microcontroller platform Arduino MEGA at 
the basis of it. Application programs are developed in 
C/C++. Arduino Motor Shield is directly connected to 
Arduino MEGA. Microcontroller with built-in Wi-Fi 
transceiver ESP8266 [29] is connected to the system by 
I2C protocol. The robot is equipped with three ultrasonic 
sensors HC-SR04 for distance detection installed 
perpendicularly to each other. The location characteristics 
data come from the sensors of temperature, humidity 
(DHT11), illumination (BH1750), and gas pollution (MQ-
2). 

C. IoTC
IoTC has its location (territorial appliance). It is

created on the basis of microcontrollers with built-in Wi-
Fi transceiver ESP8266. Each microcontroller measures 
several physical parameters of location where it is 
installed as well as controls some actuators. IoTC 
applications are developed in MicroPython language [30]. 

III. INTELLIGENT PROCESSING OF SENSORY DATA

Intelligent processing of sensory data is based on the 
granular computing model [17]. GSM presents the 
situation by means of notion of different abstraction and 
generalization levels. Knowledge portions are represented 
as IG. At different levels generalized description of the 
situation are granules representing knowledge of a 
different level of abstraction. Notions of all possible 
situations are represented by multilevel GS. The GS 
sensory data processing is as follows. The data from 
sensors are directly granulated in discrete time moments. 
The situation on this zero GS level is represented by a 
variety of fuzzy IG characteristics. Then, on the basis of 
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these fuzzy characteristics the description of sensory data 
as a set of different level categories is found. As a result, 
there is a mapping of the set of fuzzy characteristics IG of 
the zero level to the set of fuzzy characteristics IG of all 
overlying GS levels. Each portion of fresh sensory data is 
generalized by Granular Computing (GC) and 
complements the description of the situation at the upper 
levels of the GS. The allocation of informativeness index 
IG in GS demonstrates the description of current situation 
on different generalization levels. 

Sensor data processing according to GC model is 
graphically illustrated in Fig. 4. A four system component 
is demonstrated, two SМ and two IoTС. GSM is 
represented by five fragments. The four fragments – lower 
GSM levels – are supported by SМ and IoTС hardware 
and software. The fifth component – upper GSM levels – 
is supported by cloud technologies. As shown in the 
figure, the GSM fragments of different tonality reflect the 
results of granular computing for sensory data concrete 
values. More shaded areas correspond to higher values of 
informativeness level granule. 

For example, for the robot shown in the upper right 
corner, the GS fragment describes possible situations at 
the intersection in the form of the following categories: 
"dangerous for turning to the right", "safe for turning to 
the right" and others. At zero level there is granular 
presentation of “object distance” sensory data received 
from ultrasonic sensors. For the design of IIoTwSM 
applications, the Automated Application Development 
Systems GС (GС AADS) are used. GС AADS is 
developed at the IT department of UkrSURT. GC AADS 
includes GS editor and the package of GC libraries. The 
processing of sensory data software is designed for real-
time. To support processing of fragmented GS the editor 
is supplied with fragmentation function. The library 
supports processing on distributed hardware architecture. 

IV. EXAMPLE OF IIOTWSM APPLICATION 
IMPLEMENTATION 

Two applications implemented at the polygon is: 
monitoring of fire-dangerous situations and monitoring of 
situations related to the violation of order in the campus 
auditoriums. In both applications, the task of monitoring 
the situation in five classrooms on the same floor was 
decided. Locations are equipped with various IoTC (table 
1). They comprise locations controlling vibration level 
(desks are provided with sensors registering minor bangs 
on the table, for instance, a dropped book or a cuff), noise 
level, movement, illumination level. IIoTwSM receives 
data from sensors of fire-prevention signaling. IIoTwSM 
includes four SMs: two robot-explorer of video-audio 
situation and two robot-explorer of fire-hazardous 
situation. The first are equipped with video-audio sensors 
(Fig. 2). 

The latter – with a collection of sensors for measuring 
fire-hazardous situation characteristics (Fig. 3). GSM is 
represented by eight fragments of nine-level GS.  

Figure 4.  The graphic illustration of sensor data processing by granular 
computing model 

The fragment stored in the cloud (Fig. 4) is 
represented by the prototypes of hazardous situations. 
Here is a description of various types of fire-hazardous 
situations; disturbance situations; situations related to 
comfort disruption and situations dangerous in terms of 
disorder, uproar and panic. GS fragments stored in SM 
memory are represented by prototypes of safe situations 
for moving robots along the route and prototypes for 
estimating the values of measured parameters, as well as 
motion control prototypes for situational control by the 
robot. Some quantitative criteria that assess the 
capabilities of the polygon are shown in Table 1. 

TABLE I. QUANTITATIVE CRITERIA THAT ASSESS THE 
CAPABILITIES OF THE POLYGON 

No Criteria 
Restrictions 

min max 
1 Number of locations 1 - 
2 Number of sensors in one location 1 6 
3 Number of SM used simultaneously 1 8 
4 Number of sensors installed on one SM 1 8 

5 Number of levels of GS sensory data 
abstraction 2 10 

6 
Number of sensory data portions that 
complement the description of the 
situation 

1 10 

7 Frequency of sensor data polling, times 
per second <100 100 

8 Delay interval for receiving portions of 
sensory data 

custom model 
parameter 
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V. SUMMARY

An approach is proposed for implementing the 
paradigm of dependable IIoT applications by intelligent 
processing of additional information obtained with the 
help of the SM group. The approach has been studied for 
monitoring complex situations where GSM construction is 
required. The approach is tested on the IIoTwSM polygon. 
Polygon components have not enough high reliability and 
accuracy - budget equipment used for training purposes. 
The experiments confirmed the possibility of using sets of 
not completely reliable budgetary equipment based on 
Raspberry Pi, Arduino MEGA and microcontrollers 
ESP8266 for solving the problem of creating a dependable 
system. 

The reliability of decision making on the basis of 
GSM information is enhanced by applying the technology 
of generalization and categorization of sensory data, 
which are additionally obtained in the process of 
investigating the situation with the help of moving SM. It 
is shown that GC with distributed GS can be implemented 
on budget hardware used for creating educational SM 
applications. 
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